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the checksum carried in the datagram header does not equal the computed check-
sum. Routers typically discard datagrams for which an error has been detected. 
Note that the checksum must be recomputed and stored again at each router, since 
the TTL field, and possibly the options field as well, will change. An interesting 
discussion of fast algorithms for computing the Internet checksum is [RFC 1071]. 
A question often asked at this point is, why does TCP/IP perform error checking at 
both the transport and network layers? There are several reasons for this repetition. 
First, note that only the IP header is checksummed at the IP layer, while the TCP/
UDP checksum is computed over the entire TCP/UDP segment. Second, TCP/
UDP and IP do not necessarily both have to belong to the same protocol stack. 
TCP can, in principle, run over a different network-layer protocol (for example, 
ATM) [Black 1995]) and IP can carry data that will not be passed to TCP/UDP.

•	 Source and destination IP addresses. When a source creates a datagram, it inserts 
its IP address into the source IP address field and inserts the address of the ulti-
mate destination into the destination IP address field. Often the source host deter-
mines the destination address via a DNS lookup, as discussed in Chapter 2. We’ll 
discuss IP addressing in detail in Section 4.3.3.

•	 Options. The options fields allow an IP header to be extended. Header options 
were meant to be used rarely—hence the decision to save overhead by not includ-
ing the information in options fields in every datagram header. However, the 
mere existence of options does complicate matters—since datagram headers can 
be of variable length, one cannot determine a priori where the data field will start. 
Also, since some datagrams may require options processing and others may not, 
the amount of time needed to process an IP datagram at a router can vary greatly. 
These considerations become particularly important for IP processing in high-
performance routers and hosts. For these reasons and others, IP options were not 
included in the IPv6 header, as discussed in Section 4.3.5.

•	 Data (payload). Finally, we come to the last and most important field—the raison 
d’etre for the datagram in the first place! In most circumstances, the data field of 
the IP datagram contains the transport-layer segment (TCP or UDP) to be deliv-
ered to the destination. However, the data field can carry other types of data, such 
as ICMP messages (discussed in Section 5.6).

Note that an IP datagram has a total of 20 bytes of header (assuming no options). 
If the datagram carries a TCP segment, then each (non-fragmented) datagram carries 
a total of 40 bytes of header (20 bytes of IP header plus 20 bytes of TCP header) 
along with the application-layer message.

4.3.2 IPv4 Datagram Fragmentation
We’ll see in Chapter 6 that not all link-layer protocols can carry network-layer 
packets of the same size. Some protocols can carry big datagrams, whereas other 
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protocols can carry only little datagrams. For example, Ethernet frames can carry up to 
1,500 bytes of data, whereas frames for some wide-area links can carry no more than 
576 bytes. The maximum amount of data that a link-layer frame can carry is called 
the maximum transmission unit (MTU). Because each IP datagram is encapsulated 
within the link-layer frame for transport from one router to the next router, the MTU 
of the link-layer protocol places a hard limit on the length of an IP datagram. Having 
a hard limit on the size of an IP datagram is not much of a problem. What is a prob-
lem is that each of the links along the route between sender and destination can use 
different link-layer protocols, and each of these protocols can have different MTUs.

To understand the forwarding issue better, imagine that you are a router that inter-
connects several links, each running different link-layer protocols with different MTUs. 
Suppose you receive an IP datagram from one link. You check your forwarding table to 
determine the outgoing link, and this outgoing link has an MTU that is smaller than the 
length of the IP datagram. Time to panic—how are you going to squeeze this oversized 
IP datagram into the payload field of the link-layer frame? The solution is to fragment 
the payload in the IP datagram into two or more smaller IP datagrams, encapsulate each 
of these smaller IP datagrams in a separate link-layer frame; and send these frames over 
the outgoing link. Each of these smaller datagrams is referred to as a fragment.

Fragments need to be reassembled before they reach the transport layer at the 
destination. Indeed, both TCP and UDP are expecting to receive complete, unfrag-
mented segments from the network layer. The designers of IPv4 felt that reassem-
bling datagrams in the routers would introduce significant complication into the 
protocol and put a damper on router performance. (If you were a router, would you 
want to be reassembling fragments on top of everything else you had to do?) Sticking 
to the principle of keeping the network core simple, the designers of IPv4 decided to 
put the job of datagram reassembly in the end systems rather than in network routers.

When a destination host receives a series of datagrams from the same source, it 
needs to determine whether any of these datagrams are fragments of some original, 
larger datagram. If some datagrams are fragments, it must further determine when 
it has received the last fragment and how the fragments it has received should be 
pieced back together to form the original datagram. To allow the destination host 
to perform these reassembly tasks, the designers of IP (version 4) put identification, 
flag, and fragmentation offset fields in the IP datagram header. When a datagram is 
created, the sending host stamps the datagram with an identification number as well 
as source and destination addresses. Typically, the sending host increments the iden-
tification number for each datagram it sends. When a router needs to fragment a data-
gram, each resulting datagram (that is, fragment) is stamped with the source address, 
destination address, and identification number of the original datagram. When the 
destination receives a series of datagrams from the same sending host, it can examine 
the identification numbers of the datagrams to determine which of the datagrams are 
actually fragments of the same larger datagram. Because IP is an unreliable service, 
one or more of the fragments may never arrive at the destination. For this reason, in 
order for the destination host to be absolutely sure it has received the last fragment of 
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the original datagram, the last fragment has a flag bit set to 0, whereas all the other 
fragments have this flag bit set to 1. Also, in order for the destination host to deter-
mine whether a fragment is missing (and also to be able to reassemble the fragments 
in their proper order), the offset field is used to specify where the fragment fits within 
the original IP datagram.

Figure 4.17 illustrates an example. A datagram of 4,000 bytes (20 bytes of IP 
header plus 3,980 bytes of IP payload) arrives at a router and must be forwarded 
to a link with an MTU of 1,500 bytes. This implies that the 3,980 data bytes in the 
original datagram must be allocated to three separate fragments (each of which is 
also an IP datagram). 

The online material for this book, and the problems at the end of this chapter will 
allow you to explore fragmentation in more detail. Also, on this book’s Web site, we 
provide a Java applet that generates fragments. You provide the incoming datagram 
size, the MTU, and the incoming datagram identification. The applet automatically 
generates the fragments for you. See http://www.pearsonhighered.com/cs-resources/.

4.3.3 IPv4 Addressing
We now turn our attention to IPv4 addressing. Although you may be thinking that 
addressing must be a straightforward topic, hopefully by the end of this section you’ll 

Fragmentation:
In: one large datagram (4,000 bytes)
Out: 3 smaller datagrams

Reassembly:
In: 3 smaller datagrams
Out: one large datagram (4,000 bytes)

Link MTU: 1,500 bytes

Figure 4.17  ♦  IP fragmentation and reassembly
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