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Abstract—We propose a novel policy for data compression and caching in a wireless sensor network (WSN) that provably optimizes utility and cost jointly, providing a theoretical basis to understand the compression-caching tradeoff for data analytics in a WSN. Our optimization framework provides analytical answers to how much compression should be performed at each sensor, and where the data should be cached in the network. We propose a distributed algorithm to implement the optimal policy and adapt to the changes (e.g., cache size and request processes) in the network. We evaluate our approach through extensive simulations on WSNs.

I. INTRODUCTION

Nowadays, a large amount of data is continuously generated by distributed sources such as smart-wearables, sensors, and Internet-of-Thing devices in many applications [1]. For example, services like Facebook, Twitter and Netflix continuously gather these data from agents for many analytical purposes, like finding popular contents among agents, and popular words in tweets. In this paper, we focus on such data analytics in a wireless sensor network (WSN).

Tree-structured model. A typical analytics infrastructure for processing such data streams in a WSN usually follow a tree structure (See Figure 1), which conceptually comprises a single centralized “sink” node connected to multiple end sensors through many routers by a WSN. The data is usually generated at end sensors, and then sent through routers to the sink node. Analysts make their queries to retrieve relevant data at the sink. Without loss of generality (w.l.o.g.), we assume that there is a path from each end sensor to the sink node, consisting of multiple routers between them. Note that in such a WSN, only end sensors generate data.

Data compression. Various data compression algorithms have been developed in a WSN, which are widely applied to medical imaging, cameras, and video-on-demand systems [2]. Furthermore, data summarization can be viewed as compression. By adopting data compression, data processing can be pushed towards the edge to assign tags/labels, pull meta data and answer queries. In this work we focus on optimizing data compression in a WSN. We consider a case where each router j can compress the incoming data i generated by sensor k with a reduction rate $\delta_{ij}^{(k)}$, where $0 < \delta_{ij}^{(k)} \leq 1$. A smaller $\delta_{ij}^{(k)}$ value means that data from sensor k is compressed to a larger extent at node j, resulting in lower data quality at a higher energy cost.

TTL-caches. Caching data in a WSN can be beneficial in the case when multiple requesters with different processing capabilities have different requirements from a single content. For example, from a received image, one requester may look for vehicle information while another may look for people. Also if a sensor dies, it may be useful for its data to be cached for later consumption. In this work each router/end sensor is associated with a cache to store a finite amount of incoming data for compression. A Time-to-Live (TTL) value $T_{ij}$ is associated with every data i at router j. $T_{ij}$ basically indicates the time period for which data i must be kept in the cache associated with router j. This will be described in detail in Section II.

Compression-Caching tradeoff. Data transfer from router to router happens over WSN links, which are generally scarce or expensive. To save bandwidth, incoming data at each router is compressed before sending it to the next router on the path, or to be cached in routers. Such data compression and caching along the path leads to a fundamental tradeoff between two key metrics: utility and cost. Here, utility corresponds to user satisfaction on their requests, which is a function of “hit probability” and “reduction rate”, while cost is caused by routing the compressed data from the end sensor to sink node to satisfy analysts’ requests. These will be described in details in Section III. In general, a smaller reduction rate incurs a lower cost but results in a lower utility. On the other hand, caching the compressed data at routers closer to the
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sink achieves higher utility but results at higher cost. However, the cache associated with each router can only store a finite amount of data. A goal of this work is to devise optimal data compression and caching policy in a WSN that can provably achieve the desired (maximal) difference between utility and cost.

Contributions. In this paper, we propose a novel policy for data compression and caching in a WSN that provably optimizes utility and costs jointly. In this policy, data is compressed to a certain extent and cached at routers for a certain time period dictated by its TTL. To the best of our knowledge, we are the first to provide a theoretical basis for understanding the compression-caching tradeoff for data analytics in a WSN. In doing so, we provide analytical answers for how much compression should be performed at each router, and where the data should be cached in the network. Our contributions can be summarized as follows:

- To the best of our knowledge, the proposed joint data compression and caching framework is the first to provide a theoretical basis for understanding the tradeoff between data compression and caching in a WSN.
- We show how to jointly optimize utility and cost using this model. We achieve the optimal data compression ratio and caching location in a WSN. We propose a distributed algorithm that implements the optimal policy which can adapt to changes in the presence of limited information in the network (e.g., cache size and request processes).
- We evaluate our approach through extensive simulations on WSNs.

The rest of the paper is organized as follows. We present some technical preliminaries in Section II. We formulate the optimization problem in Section III, and propose an optimal distributed algorithm in Section IV. We present evaluation results in Section V and conclude in Section VII.

II. PRELIMINARIES

We consider a WSN comprised a large number of sensors and routers. The end sensors usually generate data, and routers provide resources (such as caching and compression resources) on the route from end sensors to the sink node. We represent the WSN as a directed graph \( G = (V,E) \). An illustrative example for data generation and request propagation in a tree-structured WSN is depicted in Figure 1.

A. TTL-Router

Each router has a cache to store data for compression. Denote by \( B_v \) the cache capacity at node \( v \in V \). Let \( K \subset V \) be the set of end sensor nodes generating data with \( |K| = K \). Furthermore, we assume that each node \( j \) that receives data \( i \) from an end node \( k \) can compress it with a reduction ratio \( \delta^{(k)}_{ij} \), where \( 0 < \delta^{(k)}_{ij} \leq 1 \), \( \forall k,j \).

Consider the cache at router \( j \). Each data \( i \) is associated with a timer \( T_{ij} \). When we focus on router \( j \), we omit the subscript \( j \). Consider the event when data \( i \) is requested. There are two cases: (i) if data \( i \) is not in the cache, data \( i \) is inserted into the cache and its timer is set to \( T_i \); (ii) if data \( i \) is in the cache, its timer is reset to \( T_i \). The timer decreases at a constant rate and the data is evicted once its timer expires.

B. Data Generation and Requests

We assume that sensor \( k \in K \) continuously generates data, which will be active for a time interval \( W \) and may be requested by analysts (users). If there is no request for this data in that time interval, the generated data becomes inactive and is discarded from the system. The generated data is compressed and cached along the path between the end sensor and sink node when a request is made for active data. Thus the total number of paths is \( |K| = K \), hence, w.l.o.g., \( K \) is also used to denote the set of all paths.

We consider TTL-routers in the WSN \( G \), where each data has its own timer. Suppose data \( i \) is requested and routed along path \( p \). There are two cases: (i) data \( i \) is not in any cache along path \( p \), in which case data \( i \) is generated from the end sensor and inserted into the first TTL-router (denoted by \( 1 \)) on the path. Its timer is set to \( T_{il} \); (ii) if data \( i \) is in TTL-router \( l \) along path \( p \), we consider the following simple strategy [3]

- **Move Copy Down with Push (MCDP)**: data \( i \) is moved to TTL-router \( l+1 \) preceding TTL-router \( l \) in which \( i \) is found, and the timer at TTL-router \( l+1 \) is set to \( T_{il(l+1)} \). If timer \( T_{il} \) expires, data \( i \) is pushed one TTL-router back to TTL-router \( l-1 \) and the timer is set to \( T_{il(l-1)} \).

C. Utility Function

Utility functions capture the satisfaction perceived by a user after being served a data. We associate each data \( i \in D \) with a utility function \( U_i : [0,1] \rightarrow \mathbb{R} \) that is a function of hit probability \( h_i \). \( U_i(\cdot) \) is assumed to be increasing, continuously differentiable, and strictly concave. In particular, for our numerical studies, we focus on the widely used \( \beta \)-fair utility functions [4] given by

\[
U_i(h) = \begin{cases} 
  w_i h^{1-\beta}, & \beta > 0, \beta \neq 1; \\
  w_i \log h, & \beta = 1, 
\end{cases}
\]

where \( w_i > 0 \) denotes a weight associated with data \( i \).

III. PROBLEM FORMULATION

In a WSN, each end sensor generates a sequence of data that analysts are interested in. Different end sensors may generate different types of data, i.e., there is no common data sharing between different end sensors.

W.l.o.g., we consider a particular end sensor \( k \) and denote the path from \( k \) to the sink as \( p = (1, \cdots, |p|) \), where TTL-router \( |p| \) is the sink node that serves the requests and TTL-router \( 1 \) is the end sensor that generates the data. Let the set \( D_k \) denote the set of distinct data in the system remaining the same.

\[1\]Defined as the ratio of the volume of the output data to the volume of input data at any node. We consider the compression that only reduces the quality of data (e.g., remove redundant information), but the total number of distinct data in the system remains the same.

\[2\]Since we consider path \( p \), for simplicity, we move the dependency on \( p \) and \( v \), denote it as \( 1, \cdots, L \) directly.
of data generated by end sensor \( k \) be \( D(p) \), where requests for data \( i \in D(p) \) follow a Poisson process with rate \( \lambda_i \).

Let \( h_{pi}^{(p)} \), \( T_{pi}^{(p)} \) denote the hit probability and TTL timer associated with data \( i \in D(p) \) at node \( j \in \{1, \ldots, |p|\} \), respectively. Let \( h_i^{(p)} = (h_{i1}^{(p)}, \ldots, h_{ip}^{(p)}) \), \( \delta_i = (\delta_{i1}, \ldots, \delta_{ip}) \) and \( T_i^{(p)} = (T_{i1}^{(p)}, \ldots, T_{ip}^{(p)}) \). Let \( h = (h_i^{(p)}) \), \( \delta = (\delta_i) \) and \( T = (T_i^{(p)}) \) for \( i \in D(p) \) and \( p \in K \).

### A. Utilities

The overall utility for data \( i \) fetched over path \( p \) is

\[
\sum_{j=1}^{|p|} \psi_{ij}^{[p]-j} U_i^{(p)} \left( h_{ij}^{(p)} \prod_{l=1}^j \delta_{il}^{(p)} \right),
\]

where \( 0 < \psi \leq 1 \) is a discount factor capturing the data utility degradation along the request route. Here utilities not only capture hit probabilities but also characterize data quality degradation due to compression along the path.

### B. Costs

We consider cost, for example delay, of routing the data along the path, which includes the cost to forward data to routers that caches it, the cost to search for the data along the path, and the cost to fetch cached data to analysts that sent the requests. Again, we assume that the per hop cost to transfer (search) data along the path is a function \( c_f(\cdot) (c_s(\cdot)) \) of hit probabilities and compression ratios.

1) **Forwarding Costs**: Suppose a hit for data \( i \) on TTL-router \( j \in \{1, \ldots, |p|\} \), then the total cost to forward data \( i \) along \( p \) is

\[
\sum_{j=1}^{|p|} \lambda_i \cdot j \cdot c_f \left( h_{ij}^{(p)} \prod_{l=1}^j \delta_{il}^{(p)} \right).
\]

2) **Search Costs**: Given a hit for data \( i \) on TTL-router \( j \in \{1, \ldots, |p|\} \), the total cost to search for data \( i \) along \( p \) is

\[
\sum_{j=1}^{|p|} \lambda_i \cdot (|p| - j + 1) \cdot c_s(h_{ij}^{(p)}).
\]

3) **Fetching Costs**: Upon a hit for data \( i \) on TTL-router \( j \in \{1, \ldots, |p|\} \), the total cost to fetch data \( i \) along \( p \) is

\[
\sum_{j=1}^{|p|} \lambda_i \cdot (|p| - j + 1) \cdot c_f \left( h_{ij}^{(p)} \prod_{l=1}^j \delta_{il}^{(p)} \right).
\]

### C. Hit Probability and Timer-based Policies

The mapping between hit probabilities and timers for different cache replication strategies was established in [5]. Using results from [5], we obtain the following expressions for corresponding data timers at a sensor \( j \) along path \( p \).

\[
T_{pi}^{(p)} = \frac{1}{\lambda_i} \log \left( 1 + \frac{h_{ij}^{(p)}}{1 - \sum_{j \in \{1, \ldots, |p|\}} h_{ij}^{(p)}} \right),
\]

\[
T_{ij}^{(p)} = \frac{1}{\lambda_i} \log \left( 1 + \frac{h_{ij}^{(p)}}{h_{i(j-1)}^{(p)}} \right), \quad j = 2, \ldots, |p|.
\]

Note that

\[
\sum_{j \in \{1, \ldots, |p|\}} h_{ij}^{(p)} \leq 1,
\]

must hold during the mapping.

### D. Optimization Formulation

Our objective is to determine a feasible TTL policy and compression ratio for data management in a WSN to maximize the difference between utilities and costs, i.e.,

\[
F(h, \delta) = \sum_{p \in K} \sum_{i \in D(p)} \left\{ \sum_{j=1}^{|p|} \psi_{ij}^{[p]-j} U_i^{(p)} \left( h_{ij}^{(p)} \prod_{l=1}^j \delta_{il}^{(p)} \right) - \sum_{j=1}^{|p|} \lambda_i \cdot (|p| - j + 1) \cdot c_s(h_{ij}^{(p)}) \right\}
\]

\[
- \sum_{j=1}^{|p|} \lambda_i \cdot (|p| - j + 1) \cdot c_f \left( h_{ij}^{(p)} \prod_{l=1}^j \delta_{il}^{(p)} \right) \}
\]

\[
\sum_{p \in K} \sum_{i \in D(p)} \left\{ \sum_{j=1}^{|p|} \psi_{ij}^{[p]-j} U_i^{(p)} \left( h_{ij}^{(p)} \prod_{l=1}^j \delta_{il}^{(p)} \right) - \sum_{j=1}^{|p|} \lambda_i \cdot (|p| - j + 1) \right\}
\]

\[
\sum_{j=1}^{|p|} \lambda_i \cdot (|p| - j + 1) \cdot c_s(h_{ij}^{(p)}) \}
\]

Hence, the optimal TTL policy and compression ratio for MCDP should solve the following optimization problem:

\[
\max \quad F(h, \delta)
\]

s.t.

\[
\sum_{p \in P} \sum_{i \in D(p)} h_{ij}^{(p)} \prod_{l=1}^t \delta_{ij}^{(p)} \leq B_l, \quad \forall l \in V,
\]

\[
c_e \left( \sum_{i \in D(p)} \sum_{j=1}^{|p|} \prod_{l=1}^t \delta_{ij}^{(p)} \right) \leq O(p), \quad \forall p \in K,
\]

\[
\sum_{j \in \{1, \ldots, |p|\}} h_{ij}^{(p)} \leq 1, \quad \forall i \in D(p), \forall p \in K,
\]

\[
0 \leq h_{ij}^{(p)} \leq 1, \quad \forall i \in D(p), \forall p \in K, j \in \{1, \ldots, |p|\},
\]

\[
0 \leq \delta_{ij}^{(p)} \leq 1, \quad \forall i \in D(p), \forall p \in K, j \in \{1, \ldots, |p|\}.
\]

where \( I(l, p) \) is the index of router \( j \) on path \( p \) and constraint (9c) is the energy available on path \( p \) to transmit the compressed data, and \( c_e(\cdot) \) is the per unit energy consumption function for data transmission. Constraint (9d) is included in the formulation due to the mapping between hit probabilities and timers as discussed in Section III-C.

It is easy to check that (9) is a non-convex problem. In the following, we transform (9) into a convex one through Boyd’s method (Section 4.5 [6]).
1) Convex Transformation: First, we define two new sets of variables for \( i \in D(p), l \in \{1, \ldots, |p|\} \) and \( p \in K \) as follows:

\[
\log h^{(p)}_{ij} \triangleq \sigma^{(p)}_{ij}, \quad \text{i.e.,} \quad h^{(p)}_{ij} = e^{\sigma^{(p)}_{ij}},
\]

\[
\log \delta^{(p)}_{ij} \triangleq \tau^{(p)}_{ij}, \quad \text{i.e.,} \quad \delta^{(p)}_{ij} = e^{\tau^{(p)}_{ij}},
\]

and denote \( \sigma^{(p)} = (\sigma^{(p)}_{i1}, \ldots, \sigma^{(p)}_{ip}) \) and \( \tau^{(p)} = (\tau^{(p)}_{i1}, \ldots, \tau^{(p)}_{ip}) \).

Then the objective function (8) can be transformed into

\[
F(\sigma, \tau) = \sum_{p \in K} \sum_{i \in D(p)} \left\{ \sum_{j=1}^{|p|} \left[ \sum_{l \in D(p)} \tau_{ij} \right] J_i^{(p)} \left( e^{\sigma^{(p)}_{ij} \cdot \sum_{l=1}^{|p|} \tau_{ij}} \right) \right\} - \left[ \sum_{l \in V} \tau_{ij} \right] c_f \left( e^{\sigma^{(p)}_{ij} \cdot \sum_{l=1}^{|p|} \tau_{ij}} \right) + \left[ \sum_{l \in V} \lambda_l |p| + 1 \right] c_s \left( e^{\sigma^{(p)}_{ij}} \right) \right\}.
\]

We transform the constraints in a similar manner. Then we obtain the following transformed optimization problem

\[
\begin{align*}
\text{max} & \quad F(\sigma, \tau) \tag{12a} \\
\text{s.t.} & \quad \sum_{p \in K} \sum_{i \in D(p)} \left( e^{\sigma^{(p)}_{ij} \cdot \sum_{l=1}^{|p|} \tau_{ij}} \right) \leq B_l, \quad \forall l \in V, \tag{12b} \\
& \quad c_c \left( \sum_{p \in K} \sum_{i \in D(p)} \sum_{l=1}^{|p|} e^{\sigma^{(p)}_{ij} \cdot \sum_{l=1}^{|p|} \tau_{ij}} \right) \leq O(p), \quad \forall p \in K, \tag{12c} \\
& \quad \sum_{j \in \{1, \ldots, |p|\}} e^{\sigma^{(p)}_{ij}} \leq 1, \quad \forall i \in D(p), \forall p \in K, \tag{12d} \\
& \quad \sigma^{(p)}_{ij} \leq 0, \quad \forall i \in D(p), \forall p \in K, j \in \{1, \ldots, |p|\}, \tag{12e} \\
& \quad \tau^{(p)}_{ij} \leq 0, \quad \forall i \in D(p), \forall p \in K, j \in \{1, \ldots, |p|\}. \tag{12f}
\end{align*}
\]

where \( I(l, p) \) is the index of router \( l \) on path \( p \).

Lemma 1. \( U_i \left( e^{\sum_{k=1}^n x_k} \right) \) is a concave function for \( \beta \geq 1 \) where \( U_i(\cdot) \) is defined in (1).

\textbf{Proof.} We consider the following two cases, i.e., when \( \beta = 1 \) and \( \beta \neq 1 \).

Case 1(\( \beta = 1 \)): The utility function is \( U_i(h) = w_i \log(h) \).

Thus we have

\[
U_i \left( e^{\sum_{k=1}^n x_k} \right) = w_i \log \left( e^{\sum_{k=1}^n x_k} \right) = w_i \sum_{k=1}^n x_k,
\]

which is an affine function and thus concave as well.

Case 2(\( \beta \neq 1 \)): The utility function is \( U_i(h) = w_i h^{1-\beta} / (1 - \beta) \).

Thus we have

\[
U_i \left( e^{\sum_{k=1}^n x_k} \right) = w_i \left( 1-\beta \right) \frac{e^{\sum_{k=1}^n x_k}}{1-\beta},
\]

and the corresponding Hessian matrix is

\[
H_i = (1 - \beta) w_i e^{\sum_{k=1}^n x_k} \begin{bmatrix} 1 & \ldots & 1 \\ 1 & \ldots & 1 \\ \vdots & \vdots & \vdots \\ 1 & \ldots & 1 \end{bmatrix}.
\]

Note that, the unit matrix with all ones has eigenvalues \( n \) with multiplicity 1, and 0 with multiplicity \( n - 1 \). The terms \( e^{\sum_{k=1}^n x_k} \) and \( w_i \) are always positive. Hence \( H_i \) is negative semi-definite, i.e., has non-positive eigenvalues, only when \( 1 - \beta < 0 \). Combining both cases, \( U_i(e^{\sum_{k=1}^n x_k}) \) is a concave function for \( \beta \geq 1 \).

\textbf{Theorem 1.} The transformed problem in (12) is convex \( \sigma \) and \( \tau \), when we consider the \( \beta \)-utility function with \( \beta \geq 1 \) and increasing convex cost functions \( c_f(\cdot) \), \( c_s(\cdot) \) and \( c_c(\cdot) \).

\textbf{Proof.} It is easy to check that the objective function in (12) is subject to convex inequality constraints. In particular, constraints (12e) and (12f) are affine convex functions. Inequality in constraint (12d) is convex due to convex composition under an affine mapping. Since the function \( c_c(x) \) is convex and non-decreasing, by composition property (Section 3.2.4 [6]), constraint (12c) is also convex. Thus the feasible region in (12) is convex. A direct application of Lemma 1 yields the concavity condition for the objective \( F(\sigma, \tau) \).

\textbf{Theorem 2.} The optimization problems in (12) and (9) are equivalent.

\textbf{Proof.} This is clear from the way we convexified the problem.

\section{IV. DISTRIBUTED ALGORITHMS}

In Section III-D, we formulated a convex optimization problem with a fixed cache size. However, system parameters (e.g., cache size and request processes) can change over time, so it is not feasible to solve the optimization offline and implement the optimal strategy. Thus, we need to design distributed algorithms to implement the optimal strategy and adapt to the changes in the presence of limited information. In the following, we develop such an algorithm for MCDP.

\subsection*{A. Primal Algorithm}

We aim to design an algorithm based on the optimization problem in (12), which is the primal formulation. We assume linear cost function with coefficient 1 for \( c_c(\cdot) \). We first define the following objective function.

\[
Z(\sigma, \tau) = F(\sigma, \tau) - \sum_{l \in V} C_B \left( \sum_{p \in K} \sum_{i \in D(p)} e^{\sigma^{(p)}_{ij} + \sum_{l=1}^{|p|} \tau_{ij}} - B_l \right) - \sum_{p \in K} C_O \left( \sum_{i \in D(p)} \sum_{l=1}^{|p|} e^{\sum_{l=1}^{|p|} \tau_{ij}} - O(p) \right) - \sum_{p \in K} \sum_{i \in D(p)} \sum_{j \in p} C_p \left( \sum_{i \in D(p)} e^{\tau_{ij}^{(p)}} - 1 \right) - \sum_{p \in K} \sum_{i \in D(p)} \sum_{j \in p} C_T \left( \tau_{ij}^{(p)} \right),
\]

(14)
where \( C_B(\cdot), C_O(\cdot), C_P(\cdot) \) and \( C_T(\cdot) \) are strictly convex and non-decreasing penalty functions denoting the cost for violating corresponding constraints (12b), (12c), (12d) and (12f) respectively. Using timer based caching techniques for controlling the hit probabilities with \( 0 \leq T_{il}^{(p)} \leq \infty \) ensures that constraint (12e) is always satisfied. So we ignore it in the formulation. It is clear that \( Z(\cdot) \) is strictly concave. Hence, a natural way to obtain the maximum value of (14) is to use the standard gradient ascent algorithm to move the variable \( \sigma_{il}^{(p)} \) and \( \tau_{il}^{(p)} \) in the direction of the gradient, given as

\[
\frac{\partial Z(\sigma, \tau)}{\partial \sigma_{il}^{(p)}} = F'(\sigma, \tau) - C_B'(B_{curr,l} - B_l)
\]

\[
- e^{\sigma_{il}^{(p)} C_P} \left( \sum_{j \in p} e^{\sigma_{ij}^{(p)}} - 1 \right)
\]

\[
- e^{\sum_{j=1}^{l} \tau_{ij}^{(p)} C_O} \left( \sum_{i \in D^{(p)}} \sum_{j=1}^{|p|} e^{\sum_{l=1}^{j-1} \tau_{ij}^{(p)}} - O(p) \right),
\]

(15)

Note that, \( \sum_{p \in P} \sum_{ij \in D^{(p)}} e^{\alpha^{(p)} + \sum_{l=1}^{i} \tau_{ij}^{(p)}} \) basically represents the current size of cache \( l \), also denoted as \( B_{curr,l} \). Also, \( F'(\sigma, \tau) = \partial F(\sigma, \tau)/\partial \sigma_{il}^{(p)} \). Similarly, we can evaluate \( \partial Z(\sigma, \tau)/\partial \tau_{il}^{(p)} \). Furthermore, under TTL caching, the hit probabilities are controlled by the timers as discussed in Section III-C. Consequently we can update corresponding transformed variables through timers. Therefore, the primal algorithm for MCDP is given by

\[
T_{il}^{(p)}[k] \leftarrow \begin{cases} \frac{1}{\lambda_i} \log \left( 1 + \frac{e^{\sigma_{il}^{(p)}[k]} \cdot e^{\tau_{il}^{(p)}[k]}}{1 - (e^{\sigma_{il}^{(p)}[k]} + e^{\sigma_{il}^{(p)}[k]} + \cdots + e^{\sigma_{il}^{(p)}[k]})} \right), & l = 1; \\ \frac{1}{\lambda_i} \log \left( 1 + \frac{e^{\sigma_{il}^{(p)}[k]} \cdot e^{\tau_{il}^{(p)}[k]}}{e^{\tau_{il}^{(p)}[k]}} \right), & l = 2, \ldots, |p|, \end{cases}
\]

(16a)

\[
\sigma_{il}^{(p)}[k + 1] \leftarrow \max \left\{ 0, \sigma_{il}^{(p)}[k] + \frac{e^{\tau_{il}^{(p)}[k]} \cdot e^{\tau_{il}^{(p)}[k]}}{e^{\tau_{il}^{(p)}[k]}} \right\},
\]

(16b)

\[
\tau_{il}^{(p)}[k + 1] \leftarrow \max \left\{ 0, \tau_{il}^{(p)}[k] + \frac{e^{\tau_{il}^{(p)}[k]} \cdot e^{\tau_{il}^{(p)}[k]}}{e^{\tau_{il}^{(p)}[k]}} \right\},
\]

(16c)

where \( \sigma_{il}^{(p)}, \tau_{il}^{(p)} > 0 \) are the step-size parameters, and \( k \) is the iteration number incremented upon each request arrival.

Remark 1. Note that, the primal formulation in (16) can be implemented distributively with respect to (w.r.t.) different data and paths by some amount of book-keeping and piggybacking. For example in (15), \( \sum_{p \in P} e^{\sigma_{il}^{(p)}} \) at router \( l \) can be computed by evaluating \( \sum_{j=1}^{l} e^{\sigma_{il}^{(p)}} \) and \( \sum_{j=l+1}^{k} e^{\sigma_{il}^{(p)}} \) during data forwarding and request propagation to router \( l \), respectively.

V. Evaluation

First, we consider a binary tree network with seven nodes as shown in Figure 5, where \( K = \{1, 2, 3, 4\} \). There are 4 leaf nodes, each is connected to 30 sensors. We assume that each sensor continuously generates content that are active for one time unit. Hence the paths are \( p_1 = \{1, 5, 7\} \), \( p_2 = \{2, 5, 7\} \), \( p_3 = \{3, 6, 7\} \) and \( p_4 = \{4, 6, 7\} \). Also let \( B_v = 6 \) for all leaf nodes \( v \in \{1, \ldots, 4\} \), and \( B_v = 10 \) for nodes \( v = 5, 6, 7 \). Furthermore, for each leaf node, the content gathered from its sensors follows a Zipf distribution with parameters \( \alpha_1 = 0.2, \alpha_2 = 0.4, \alpha_3 = 0.6 \) and \( \alpha_4 = 0.8 \), respectively. For simplicity, we consider linear cost functions with coefficients 0.003 for \( c_f(\cdot) \) and \( c_v(\cdot) \), and 1 for \( c_c(\cdot) \). The total energy constraint is set \( O = 40 \) for all paths. We consider the log utility function \( U_t^{(k)}(x) = \lambda_t^{(k)} \log x \), where \( \lambda_t^{(k)} \) is the request arrival rate for content \( i \) from sensor \( k \). W.l.o.g., we assume the total arrival...
rate at each leaf node is 1, hence \( \lambda^{(k)}_i \) equals to the content popularity.

Results for path \( p_4 \) are shown in Figures 2, 3 and 4. Again, we observe that our algorithm yields the exact optimal and empirical hit probabilities under MCDP for seven-node WSN. The density of number of content in the network concentrates around their corresponding cache sizes. Furthermore, we notice that the compression ratio \( \delta \) at node 4 is much smaller than the ratios at nodes 6 and 7. Thus data compression happens at routers near to sensors so as to transmit less data long distances. This captures the trade-off between the costs of compression, communication and caching in our optimization framework. Similar observations can be made for the other three request paths and hence are omitted here.

We now focus on how cache capacity affects the overall objective \( F(\sigma, \tau) \) as shown in Figure 6. With an increase in \( B_l \), \( \forall l \in V \), \( F(\sigma, \tau) \) increases. Note that \( F(\sigma, \tau) \) gradually converge to a value with increase in cache capacity. As \( B_l \to |D| \), \( F(\sigma, \tau) \) becomes insensitive to \( B_l \).

VI. RELATED WORK

Data Compression. Compression is an important operation in analytics and has been studied in the past in various contexts [7]. In particular, for WSNs [8], [9], the goal is either to improve communication energy efficiency or energy tradeoff between communication, computation and caching. The goal of our work is different and is to achieve a desired difference between utility and cost.

TTL Caches. TTL caches have been employed in the Domain Name System (DNS) since the early days of Internet [10]. More recently, it has gained attention due to fact that a simple and tractable analysis can be modeled to mimic the behaviors of caching algorithms. [11], [12] first introduced the notion of characteristic time for LRU under IRM to show that TTL caches can be used to provide accurate estimates of the performance of large caches. It has been further generalized to other settings [5], [13], [14]. However, none of these works consider a joint optimization between data compression and caching in a WSN.

VII. CONCLUSION

We characterized the tradeoff among caching, compression and communication through our optimization framework by incorporating utilities of hit probability and costs of compression and communication. We identified the non-convexity issue and proposed a transformation technique to convert it into a convex problem. We also proposed a distributed algorithm which converges to the globally optimal solution. We showed the efficiency of our framework through numerical studies.
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