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Overview (a top down approach ) 

§ NSF: Computer & Information Science and 
Engineering (CISE) directorate 

§ NSF Computer and Network Systems (CNS) 
§  overview 
§  experimental systems and testbeds 
§  smart and connected communities 

§  looking forward 

§  introduction 

§ MobilityFirst (FIA) modeling 
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It’s a great time to be working in mobility 

mobility	  is	  
pervasive	  

§  more	  wireless	  than	  
wired	  Internet	  
devices	  (~2014)	  

§  88%	  mobile	  traffic	  is	  
“smart”	  (3G+)	  

§  10X	  increase	  in	  
traffic	  predicted	  over	  
5	  years	  

technology	  
	  push	  

§  MIMO,	  backscaNer,	  
mmWave	  

§  5G	  
§  femto-‐cell	  networks	  
§  SDR,	  SDN,	  NFV	  
§  virtualizaYon	   	  applicaYon	  

pull	  

§  IoT,	  IoE	  
§  smart	  and	  connected	  

communiYes	  
§  monitoring	  (health,	  

community)	  
§  mobile	  video	  
§  vehicular	  nets	  
§  data	  science	  

	  	  	  research	  
	  

§  research	  
opportuniYes	  
abound!	  

National Science Foundation’s Mission 

	  	  “To	  promote	  the	  progress	  of	  science;	  to	  advance	  the	  
na5onal	  health,	  prosperity,	  and	  welfare;	  to	  secure	  the	  

na5onal	  defense...”	  
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CISE research: addressing national priorities 

Data	  Science:	  From	  
Data	  to	  Knowledge	  to	  

Ac<on	  

Manufacturing,	  
Robo<cs,	  &	  Smart	  

Systems	  

Understanding	  the	  
Brain	  

Image Credit: ThinkStock Image Credit: CCC and SIGACT CATCS 

Na<onal	  Strategic	  
Compu<ng	  Ini<a<ve	  

Image Credit: CCC and SIGACT CATCS 

Augmen<ng	  Human	  
Capabili<es	  Secure	  Cyberspace	  

Image Credit: ThinkStock 

Educa<on	  &	  
Workforce	  

Development	  

Image	  Credit:	  Georgia	  Computes!	  Georgia	  Tech	  Image Credit: Georgia Computes! Georgia Tech 

Computer	  and	  
Network	  Systems	  

From federally-funded research to $B 
industries 
Advances in computing, 
communications, 
information technologies, 
cyberinfrastructure: 
•  drive U.S. competiveness, 

sustainable economic 
growth (IT: 25% of 
economic growth since 
1995) 

•  underpin national security   
•  accelerate pace of 

discovery and innovation  
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FIGURE 1 Examples of the contributions of federally supported fundamental research to the creation of IT sectors, firms, and products with large 
economic impact. Tracks added since the 2003 update of the figure are described in Appendix B. See also Box 1 and Appendix C.
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From Continuing Innovation in Information Technology, NRC, 2012. 
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…. across many industries 
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	  …	  and	  this	  impact	  will	  con<nue	  
Top	  twelve	  economically	  	  

disrupYve	  technologies	  (by	  2025)	  
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Many STEM jobs are in computing 

Data	  from	  the	  spreadsheet	  linked	  at	  hNp://www.bls.gov/emp/ep_table_102.htm	  

Job	  Openings	  2012	  –	  2022	  	  (growth	  and	  replacement)	  
	  US	  Bureau	  of	  Labor	  StaYsYcs	  	  

Computer	  
occupaYons	  

Engineers	  

Life	  sciences	  

Physical	  sciences	  

Social	  sciences	  
Math	  

It is an  
exciting, impactful and important 

time  
to be in  

computer and information science and 
engineering 

(and in mobile and wireless systems) 
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CISE Organization 
CISE Directorate 

 Jim Kurose, AD 
Erwin Gianchandani, Acting DAD 

Advanced 
Cyberinfrastructure 

(ACI) 
Irene Qualters, DD 

	  
Data	  
	  

High	  Performance	  
Compu<ng	  

Networking/	  
Cybersecurity	  

SoPware	  

Computing and 
Communications 

Foundations (CCF) 
Rao Kosaraju, DD 

Algorithmic	  	  
Founda<ons	  

Communica<on	  
and	  Informa<on	  
Founda<ons	  

SoPware	  and	  
Hardware	  

Founda<ons	  

Computer and 
Network Systems 

(CNS) 
Peter Arzberger, Acting DD 

Computer	  Systems	  
Research	  

Networking	  
Technology	  and	  

Systems	  

Information and 
Intelligent Systems 

(IIS) 
Lynne Parker, DD 

Cyber	  Human	  
Systems	  

Informa<on	  
Integra<on	  and	  
Informa<cs	  

Robust	  
Intelligence	  

Senior	  Advisor	  for	  	  
Research	  Cyberinfrastructure	  

Peter Arzberger 
Senior	  Advisor	  for	  	  

Data	  Science	  
Chaitan Baru 

CISE FY 2014 Activities … Reaching 
People 

CISE 
Budget $893M 
Number of Proposals 7,436 
Number of Awards 1,682 
Success Rate ~23% 
Average Annualized 
Award $199K 

Number of Panels 
Held 302 

Number of People 
Supported 16,774 

CISE 
Senior Researchers  6,663 

Other Professionals   1,123 

Postdoctoral Associates      491 

Graduate Students   6,064 

Undergraduate 
Students 

  2,433 
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CISE FY 2014 PI and Co-PI 
departments 

Computer	  Science	  
&	  InformaYon	  
Science	  &	  
Computer	  

Engineering	  66%	  

Engineering	  
(excluding	  CE	  &	  EE)	  

8%	  

Interdisciplinary	  
Centers	  4%	  

Sciences	  &	  
HumaniYes	  22%	  

Overview (a top down approach ) 

§ NSF: Computer & Information Science and 
Engineering (CISE) directorate 

§ NSF Computer and Network Systems (CNS) 
§  overview 
§  experimental systems and testbeds 
§  smart and connected communities 

 

§  introduction 

§ MobilityFirst (FIA) 

§  looking forward 
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CISE:	  Computer	  and	  Network	  Systems	  

Thyaga	  
Nandagopal	  

Darleen	  	  
Fisher	  

Wenjing	  
Lou	  

Jack	  
Brassil	  

NSF	  NeTS	  team	  

By the numbers 
§  ~550 active awards, half 

network, half wireless 
§  ~10 community workshops/

yr.  Upcoming: 
•  FIRE-GENI Workshop 

(GENI/EU SAVI meeting) 
•  NSF/FCC QoE 
•  EARS 
•  Spectrum measurement 

§  international collaborations:  
•  EU, WIFUS, PC3, JUNO, 

BDD, Brazil 

  

Reconfigurable	  MulY-‐
Cell	  Research	  Plaporm	  
for	  MIMO	  Networks	  
(Rice)	  
	  

ORBIT	  Testbed	  with	  LTE	  
and	  Cloud	  Radio	  
Processing	  (Rutgers)	  
	  

GetMobile    April 2015 | Volume 19, Issue 230

[MoBiLE PLatforMs]

Flexibility. It should be relatively simple 
for a beginning researcher or student to 
use basic testbed functionality. At the same 
time, it must be possible for a more advanced 
user to fundamentally change functionality 
as required. !ese requirements can easily 
be in tension. For example, if a testbed relies 
on a commercial mobile provider (e.g., [3]), 
then network functionality is “taken care 
of,” but the ability to change that network 
functionality is very limited. On the other 
hand, if a testbed only provides “bare 
metal” functionality, then the knowledge 
and e"ort needed to create even a basic 
mobile network can be too much for a 
novice user. PhantomNet resolves this 
tension by providing both precon*gured 
experiments for beginning users and deep 
programmability for experts.

Repeatability. As a scienti*c instrument, 
a testbed should allow for repeatability of 
experiments. !is goal is sometimes in direct 
tension with realism. For example, because 
volunteer-driven mobility involves a person 
carrying an actual device from place to place, 
it may provide the greatest realism for an 
experiment – but it provides no inherent 
repeatability. Conversely, simulated wireless 
conditions can provide high repeatability, 
but the simulation may not correspond to 
realistic conditions. PhantomNet addresses 
the challenge of repeatability in two ways. 
First, for simulating the conditions of a 
mobile network, it uses a programmable 
attenuation array mentioned previously. 
!us, mobility experiments in PhantomNet 
use real wireless signals over real devices, 
and the program that simulates the motion 
of those devices is repeatable.

Second, because PhantomNet is 
based on the Emulab testbed-management 
so+ware [15], it inherits the features of 
that so+ware that promote repeatable 
experimentation. !is includes the ability 
to capture experiment setups – e.g., 
complete disk images—and the isolation of 
experiments that are running on the testbed 
at the same time.

Below, we *rst provide a brief overview 
of the PhantomNet components and 
functionality. We then consider examples 
of the teaching and research enabled by 
PhantomNet, and conclude with the 
current status of our infrastructure and our 
future plans.

PhantoMnEt ovErviEW
Figure 1 depicts the PhantomNet infra- 
structure and work,ow. As shown in the 
top part of the *gure, PhantomNet is 
composed of three top-level components:  
a control framework, a set of hardware 
components and a set of so+ware compo-
nents. PhantomNet utilizes and builds  
on the Emulab control framework [15].

Hardware. PhantomNet hardware 
components include traditional network 
testbed resources, such as compute nodes 
connected by switches. In addition, 
PhantomNet provides a number of 
hardware resources that are of interest 
to researchers working with mobile 
platforms. PhantomNet gives access 
to o"-the-shelf mobile handsets, or UEs 
(user equipment) using mobile networking 
nomenclature, in the form of Android 
handsets. !ese handsets are paired with 
compute nodes, allowing experimenters 
with Android Debug Bridge (ADB) access 
to the devices. PhantomNet also provides 
o"-the-shelf small cell base stations, or 
eNodeBs according to mobile networking 
terminology. We use small cell eNodeBs 

from ip.access, operating on LTE (long term 
evolution) spectrum bands compatible with 
our Android handsets.

PhantomNet also provides access to 
so+ware de*ned radio (SDR) hardware. 
!e SDR devices are attached as peripherals 
to dedicated compute nodes. When 
combined with the appropriate so+ware 
(see below), these devices can act as base 
stations (eNodeBs). We have SDR hardware 
in the form of Ettus Research USRP B210 
and Nuand bladeRF radios. !ese devices 
perform tuning, ampli*cation and ADC/
DAC in hardware, and then communicate 
baseband samples over USB 3.0 links to 
the host nodes, allowing a great deal of 
,exibility in higher-level signal processing. 
Each of the SDR devices o"ered in 
PhantomNet cover (at least) the entire 
UHF spectrum, and provide at least 28 MHz 
of full-duplex RF bandwidth.

!is mix of resource types allows 
experimenters to target di"erent areas 
of interest from higher-level protocol 
interactions down to wireless signal 
manipulation. To facilitate clean, repeatable 
experimentation, wireless devices are 
connected through a programmable 

figurE 1.�3+$17201(7�LQIUDVWUXFWXUH�DQG�ZRUNˊRZ�
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PhantomNet:	  An	  End-‐to-‐End	  
Mobile	  Network	  Testbed	  (Utah)	  

WiMi:	  A	  Reconfigurable	  
Plaporm	  for	  mmWave	  
Wireless	  Networking	  
and	  Sensing	  
(Wisconsin)	  

Recent CISE Awards: Wireless Testbeds 

Community	  testbeds:	  much	  more	  than	  hardware	  (or	  so:ware)	  
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Virtualized,	  “sliced”	  infrastructure	  

GLOBAL	  ENVIRONMENT	  
FOR	  NETWORKING	  

INNOVATIONS	  (GENI)	  
At-‐scale	  virtual	  laboratory	  
enabling	  experimentaYon	  
with	  deeply	  programmable	  

slices	  of	  the	  network	  

US	  IGNITE	  
SYtching	  together	  

islands	  of	  broadband	  
and	  enabling	  

development	  of	  
gigabit	  applicaYons	  
with	  high-‐impact	  
public	  benefit	  

The image cannot be displayed. 
Your computer may not have 
enough memory to open the 
image, or the image may have 
been corrupted. Restart your 
computer, and then open the file 
again. If the red x still appears, you 
may have to delete the image and 
then insert it again.

NSFCLOUD	  
Extending	  

virtualizaYon	  
beyond	  the	  
network	  to	  

resources	  in	  the	  
“cloud”	  

Program foci: 
§  Resource sharing in 

clustered computing 
§  Virtualization with 

software-defined 
networking technologies 

§  Interplay between 
applications and cloud 
computing architectures 

CISE Research Infrastructure:  
Mid-Scale Infrastructure - NSFFutureCloud 

Images:	  Logos	  from	  the	  NSF	  Cloud	  projects	  funded	  in	  FY2014	  
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CloudLab 

Utah	   Wisconsin	   Clemson	   GENI	  

Slice	  B	  
	  

Stock	  
OpenStack	  

CC-‐NIE,	  Internet2	  AL2S,	  Regionals	  

Slice	  A	  
	  

Geo-‐Distributed	  Storage	  
Research	  

Slice	  D	  
	  

AllocaDon	  and	  Scheduling	  Research	  for	  
Cyber-‐Physical	  Systems	  

Slice	  C	  
	  

VirtualizaDon	  and	  
IsolaDon	  Research	  

•  Supports	  transformaYve	  cloud	  
research	  

•  Built	  on	  Emulab	  and	  GENI	  
•  Control	  to	  the	  bare	  metal	  
•  Diverse,	  distributed	  resources	  
•  Repeatable	  and	  scienYfic	  

slide	  courtesy	  of	  Chip	  Eliot	  

This	  is	  KEY	  -‐
Interoperable!	  

CloudLab’s Hardware 
One	  facility,	  one	  account,	  three	  locaYons	  

Wisconsin	   Clemson	   Utah	  

•  About	  5,000	  cores	  each	  (15,000	  total)	  
•  8-‐16	  cores	  per	  node	  
•  Baseline:	  4GB	  RAM	  /	  core	  
•  Latest	  virtualizaYon	  hardware	  

•  TOR	  /	  Core	  switching	  design	  
•  10	  Gb	  to	  nodes,	  SDN	  
•  100	  Gb	  to	  Internet2	  AL2S	  
•  Partnerships	  with	  mulDple	  vendors	  

•  Storage	  and	  net.	  
•  Per	  node:	  

•  128	  GB	  RAM	  
•  2x1TB	  Disk	  
•  400	  GB	  SSD	  

•  Clos	  topology	  
•  Cisco	  

•  High-‐memory	  	  
•  16	  GB	  RAM	  /	  core	  
•  16	  cores	  /	  node	  
•  Bulk	  block	  store	  
•  Net.	  up	  to	  40Gb	  
•  High	  capacity	  
•  Dell	  

•  Power-‐efficient	  
•  ARM64	  /	  x86	  
•  Power	  monitors	  
•  Flash	  on	  ARMs	  
•  Disk	  on	  x86	  
•  Very	  dense	  
•  HP	  

slide	  courtesy	  of	  Chip	  Eliot	  
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Testbeds: all the “pieces” in place? 

clouds,	  edge	  clouds	  
(e.g.,	  GENI,	  NSFFutureCloud)	   SDR,	  SDN,	  SDX:	  

sosware-‐defined	  
infrastructure;	  NFV	  

(locally)	  wireless	  testbeds	  	  	  	  	  	  	  	  
(recent	  NeTS	  awards)	  

connecYvity	  (GENI,	  US	  
Ignite,	  CCNIE)	  	  

sliced,	  virtualized	  	  
deep	  programmability	  
(GENI)	  

regional	  ubiquity?	  

applicaYons	  (smart	  and	  
connected	  communiYes,	  
GENI,	  US	  Ignite)	  	  

clouds,	  edge	  clouds	  
(e.g.,	  GENI,	  NSFFutureCloud)	   SDR,	  SDN,	  SDX:	  

sosware-‐defined	  
infrastructure;	  NFV	  

(locally	  wireless	  testbeds	  	  	  	  	  	  	  	  
(recent	  NeTS	  awards)	  

connecYvity	  (GENI,	  US	  
Ignite,	  CCNIE)	  	  

sliced,	  virtualized	  	  
deep	  programmability	  
(GENI)	  

regional	  ubiquity	  

applicaYons	  (smart	  and	  
connected	  communiYes,	  
GENI,	  US	  Ignite)	  	  

ubiquitous	  wireless	  	  
“skin”,	  	  sliceable,	  deeply	  
programmable	  core/edge	  
cloud	  (compute,	  network,	  

storage)	  services	  
	  

Testbeds: all the “pieces” in place? 
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Source:	  Sajal	  Das,	  Keith	  Marzullo	  

Personal	  
Sensing	  

Public	  
Sensing	  

Social	  
Sensing	  

People-‐Centric	  Sensing	  

Actions 
(controllers) 

Percepts 
(sensors) 

Smart	  and	  connected	  
communi<es	  

Smart	  Transporta<on	  
Environment	  Sensing	  &	  Response	  

Smart	  Systems:	  Sensing,	  Reasoning,	  and	  Decision	  

autonomous	  vehicles	  

The image cannot be 
displayed. Your 
computer may not have 
enough memory to open 
the image, or the image 
may have been 
corrupted. Restart your 
computer, and then 

The image 
cannot be 
displayed. 
Your 
computer 
may not 

The image cannot be 
displayed. Your 
computer may not have 
enough memory to open 
the image, or the image 
may have been 
corrupted. Restart your 
computer, and then 
open the file again. If 
the red x still appears, 

The image cannot be displayed. Your computer 
may not have enough memory to open the 
image, or the image may have been corrupted. 
Restart your computer, and then open the file 
again. If the red x still appears, you may have 
to delete the image and then insert it again.

The image cannot be displayed. 
Your computer may not have 
enough memory to open the 
image, or the image may have 
been corrupted. Restart your 
computer, and then open the file 
again. If the red x still appears, 
you may have to delete the image 
and then insert it again.

Images:	  Courtesy	  of	  us-‐ignite.org	  

transportaYon,	  
energy,	  safety,	  
security,	  resources,	  
environment,	  
planning	  
	  

NSF 15-541: Cyberphysical Systems 

§  System Design: safety, resilience, 
security, privacy 

§  System Verification: certification, 
safety  

§  Real-time Control, Adaptation: 
integrating big data in real-time 
control; achieving real-time in new 
cloud,  network challenged spaces. 

§  Smart Cities. Integrating networked 
computing, devices, data, to impact 
QOL, effective management 

§  Internet of Things. Foundational 
research elements needed to 
harness the power of the IoT? From 
IoT to Internet of Dependable and 
Controllable Things 

“A	  new	  emphasis	  on	  
CPS	  research	  toward	  
"Smart	  CiDes"	  has	  been	  
added,	  along	  with	  
discussion	  on	  the	  
Internet	  of	  Things	  (IoT)	  
and	  CPS”	  

“..	  a	  mature	  science	  to	  
support	  systems	  
engineering	  of	  high-‐
confidence	  CPS	  …”	  
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NSF 15-541: Cyberphysical Systems 

Cyber-Physical Systems (CPS) 

PROGRAM SOLICITATION 
 NSF 15-541

REPLACES DOCUMENT(S):
 NSF 14-542

National Science Foundation

 Directorate for Computer & Information Science & Engineering
 Division of Computer and Network Systems
 Division of Computing and Communication Foundations
 Division of Information & Intelligent Systems
 Division of Advanced Cyberinfrastructure

 Directorate for Engineering
 Division of Electrical, Communications and Cyber Systems
 Division of Civil, Mechanical and Manufacturing Innovation
 Division of Chemical, Bioengineering, Environmental, and Transport
 Systems

 Department of Homeland Security, Science & Technology Directorate

 U.S. Department of Transportation, Federal Highway Administration

 National Aeronautics and Space Administration

 National Institutes of Health

 National Institute of Biomedical Imaging and Bioengineering

 Office of Behavioral and Social Sciences Research

 National Cancer Institute

 National Center for Advancing Translational Sciences

Submission Window Date(s) (due by 5 p.m. proposer's local time):

 April 20, 2015 - May 04, 2015

IMPORTANT INFORMATION AND REVISION NOTES

The Cyber-Physical Systems (CPS) program solicitation has been revised for the FY 2015 competition, and prospective Principal
 Investigators are encouraged to read the solicitation carefully. Among the changes are the following:

The National Aeronautics and Space Administration (NASA) Aeronautics Research Mission Directorate (ARMD) has joined the
 program;
A number of institutes and centers within the National Institutes of Health (NIH) have joined the program, including the
 National Institute of Biomedical Imaging and Bioengineering (NIBIB), Office of Behavioral and Social Sciences Research
 (OBSSR), National Cancer Institute (NCI), and National Center for Advancing Translational Sciences (NCATS);
A new emphasis on CPS research toward "Smart Cities" has been added, along with discussion on the Internet of Things (IoT)
 and CPS;
The Transition to Practice (TTP) option has been clarified; and
Additional instructions about the "Collaboration Plan" have been specified.

Important Information

Any proposal submitted in response to this solicitation should be submitted in accordance with the revised NSF Proposal & Award
 Policies & Procedures Guide (PAPPG) (NSF 15-1), which is effective for proposals submitted, or due, on or after December 26, 2014.
 The PAPPG is consistent with, and, implements the new Uniform Administrative Requirements, Cost Principles, and Audit
 Requirements for Federal Awards (Uniform Guidance) (2 CFR § 200).

AddiYonally:	  
	  
Computer	  and	  Network	  
Systems	  (CNS):	  Core	  
Programs	  (15-‐572):	  
specifically	  solicits	  
proposals	  that	  bridge	  
Computer	  Systems	  
Research	  (CSR)	  and	  
Networking	  Technology	  
and	  Systems	  (NeTS)	  

CISE: Education, Workforce 
§  increasing number, diversity of 

K-14 students, teachers 
through alliances 

§  transforming computing 
education pre-college pipeline 
through CS10K 

§  increasing focus on 
undergraduate education: CS
+X 

§  increasing system building/
experimentation skill via 
testbeds 
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Overview (a top down approach ) 

§ NSF: Computer & Information Science and 
Engineering (CISE) directorate 

§ NSF Computer and Network Systems (CNS) 
§  overview 
§  experimental systems and testbeds 
§  smart and connected communities 

 

§  introduction 

§ MobilityFirst (FIA) modeling 

§  looking forward 

MobilityFirst:  Project Background 
§  MobilityFirst	  project	  started	  in	  2010	  under	  NSF	  FIA,	  

conYnuing	  under	  FIA-‐NP	  
§  Project	  team:	  Rutgers,	  UMass,	  Michigan,	  Wisconsin,	  Duke,	  

MIT,	  Nebraska	  
§  Clean-‐slate	  architecture	  moYvated	  by	  fundamental	  shis	  of	  

Internet	  services	  to	  mobile	  plaporms	  à	  ~10B	  in	  2020!	  
§  Use	  cases:	  

	  

Mobile	  Data	  
(“5G”,	  WiFi	  First,	  …)	  

Vehicular	  Networks	   Content	  	  Delivery	  

Cloud	  Services	  

Internet-‐of-‐Things	  Emergency	  Networks	  
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Characterizing user mobility 

§  “your father’s mobility”: physical mobility among 
access points 
•  device mobility in a network (cellular BSs, WiFi APs)  

§  “not your father’s mobility:” characterize mobility 
among networks 
•  distinctly different from physical mobility, models 
•  physically mobile users may be stationary (from 

network transition POV); stationary users may move 
among networks (multi-homing, multiple devices) 

•  both users and content may be mobile 
§  use: workload models for mobile architecture, 

protocol evaluation 

Measuring/modeling campus user 
mobility 
§  UMass	  campus	  network:	  4.5K	  APs,	  	  

25K	  users	  
§  syslog	  event	  	  -‐>	  user	  trajectories	  
§  Markov	  chain	  model	  of	  canonical	  

individual	  moving	  among	  APs	  
•  probabilisYc	  mobility	  

§  conjecture:	  single	  user	  model	  not	  
sufficient	  
§  clustering	  users	  few	  	  “classes,”	  
each	  governed	  by	  own	  MC	  

	  
J.	  Steshenko,	  V.	  ChaganY,	  J.	  Kurose.	  "Demo:	  Mobility	  in	  a	  large-‐scale	  WiFi	  network	  -‐	  From	  syslog	  events	  to	  mobile	  
user	  sessions,"	  17th	  ACM	  Int.	  Conf.	  Modeling,	  Analysis	  and	  SimulaYon	  of	  Wireless	  and	  Mobile	  Systems,	  Sept.	  2014.	  
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Client-measured mobility 
§  Nomadlog	  app	  
§  350+	  users,	  12	  months	  

Z.	  Gao,	  A.	  Venkataramani,	  J.	  Kurose,	  S.	  Heimlicher,	  Towards	  a	  QuanYtaYve	  
Comparison	  of	  LocaYon-‐Independent	  Network	  Architectures,	  ACM	  Sigcomm	  2014	  

§  mobility	  among	  networks	  
the	  norm:	  20%	  of	  users	  >	  10	  
addresses	  per	  day	  

	  

Server-inferred mobility 

§  infer mobility via IMAP 
logs: users periodically 
“push” or intentionally 
check e-mail 
•  kurose@cs.umass.edu 

generated 7,482 
IMAP entries in 8 
weeks 

•  track network of 
IMAP access 

§  7.1K users, 4/14/13 –  5/14/14 

6

Fig. 8. CS-IMAP. Time series plot of daily fractions of network residence times over all users.

windows in OIT-IMAP and 99.5% of the ASN-based multi-
sessioned time windows in CS-IMAP consist of only two ASNs.

Fig. 11. pdf of ASN-based multi-session time per user.

Fig. 11 plots the fraction of users (y-axis) who spend a given
fraction of their time (x-axis) connected to multiple networks
in CS-IMAP and OIT-IMAP. Fig. 11’s gray bar indicates, for
example, that 20% of the users in CS-IMAP were always
connected to a single network (when online). Approximately
70% of the users spent less than 10% (but greater than 0%)
of their time multi-sessioned and approximately 7% of users
were multi-sessioned between 10 and 20% of their time online.
Fig. 11’s black bar shows that approximately 50% of the users
in OIT-IMAP were always connected to just a single network.
Overall, however, we found the amount of multi-sessioned time
to be much higher than we would have expected, suggesting
that contemporaneous connectivity to multiple networks should
not be considered “outlier” behavior.

A deeper investigation in the multi-sessioned time windows
revealed three common scenarios, with the following potential
causes of multi-sessions:

Fixed and mobile networks. 55% of multi-sessioned time
windows in OIT-IMAP and 51% in CS-IMAP consisted of a
fixed (residential or Five colleges) and a mobile network (as
defined in Table I’s mobile category). (i) These scenarios could
correspond to the cases of a user carrying multiple devices or
a single device with multiple NICs being contemporaneously
connected to different networks (e.g., a laptop connected to a
wired network and a smartphone connected to a cellular data
network). (ii) Network transitions between fixed and mobile
networks within a time window could also have resulted from
a user’s switching his/her devices.

Fixed networks across different ISPs. 17% of multi-sessioned
time-slots in OIT-IMAP and 27% in CS-IMAP consisted of
two fixed networks (residential and Five colleges) with little
overlap in their physical footprints - the Five colleges network
is generally confined to campus locations. (i) Contemporaneous
access to these two networks in the same time window could

have resulted from a user physically moving from one network
to another (e.g., office to home or vice versa) or (ii) could also
have resulted from emails being automatically by a user device
in a different physical location that the user him/herself, or from
VPN access to the Five colleges network via the residential
network.

Network transitions within the same ISP. 6% of multi-
sessions in OIT-IMAP and 4% in CS-IMAP show multiple
networks access from two ASNs owned by a single service
provider such as SAS, Verizon, AT&T and Comcast. This may
correspond to the case of a user who is either physically moving
and connecting to different 3G/4G or 802.11 base stations while
in motion, or a stationary user connecting to different base
stations within a time window.

Let us conclude this section by further dissecting the cases
above to determine which multi-sessioned time windows might
result from a user’s transition between networks (e.g., as
indicated by a series of IMAP log entries from one network
followed by a series of IMAP log entries from another network
during a time window) versus a user switching back and
forth between networks in that time window. Let St2

t1 be a
sequence of networks to which a user is connected from t1
to t2. For instance, if a user at t generates three consecutive
IMAP log entries via network B followed by one IMAP log
entry via network A, then St

t = {B,A}. We determine whether
a user performs a network transition or is contemporaneously
connected to multiple networks at multi-sessioned time window
t based on the following proposition.

Proposition 1: Given a user’s IMAP log entries over three
consecutive time-slots from t� 1 to t + 1, a user is regarded
as performing a network transition at multi-sessioned time-slot
t if St

t = St+1
t�1 .

For example, suppose that St�1
t�1 = {A}, St

t = {A, B}, and
St+1

t+1 = {B}. Then we derive St+1
t�1 = {A, B}, and thus

St
t = St+1

t�1 , implying a network transition during the time
window. On the other hand, suppose that St�1

t�1 = {A}, St
t =

{A, B}, and St+1
t+1 = {A}. In this case, St+1

t�1 = {A, B, A},
and thus St

t 6= St+1
t�1 , indicating the user does not perform a

network transition at t; instead we interpret this as there being
one session associated with network A from t � 1 to t + 1,
contemporaneously existing with another session associated
with network B during time window t.

Using Proposition 1, we observed that users performed
network transitions in 12% of multi-sessioned time windows
in OIT-IMAP and CS-IMAP, suggesting that a user is more
likely to be using multiple networks contemporaneously during

100 101 1020

0.5

1

Average daily number of
network transitions per user

CD
F

 

 

OIT-IMAP
CS-IMAP

mobility	  among	  networks	  the	  norm	  

7%	  of	  users	  mulD-‐
sessioned	  between	  
10	  and	  20%	  of	  Dme	  

S.	  Yang,	  S.	  Heimlicher,	  J.	  Kurose,	  A.	  Venkataramani.	  "User	  TransiYoning	  Among	  Networks	  -‐	  a	  
Measurement	  and	  Modeling	  Study,”	  2015	  IEEE	  Infocom.	  	  
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Data: the need and a challenge 
§  “real world” mobility traces (trajectories) needed to 

design, evaluate mobile network protocols 
•  handoff, routing, BS association, caching, management … 
•  non-networking analyses: co-traveller analysis, recently-

visited locations (competitors, feeder locations) 
•  human trajectories just one type of digital “trajectory” (e.g., 

sequence of web sites visited) 

The	  “problem”	  
§  companies	  (e.g.,	  X,	  Y,	  Z)	  treat	  
mobility	  data	  as	  compeYYve	  
advantage	  

§  public	  insYtuYons,	  people	  
concerned	  about	  privacy	  

	  

The	  “result”	  
	  
	  

	  	  	  	  	  “no	  data”	  
(or	  toy	  data,	  or	  old	  data)	  

A technical challenge 

real-‐world	  
mobility	  

trajectories	  
(private)	  

published	  
mobility	  trajectories	  

(noisy	  but	  with	  
privacy	  guarantees)	  

analyst	  

accurate,	  fit-‐for-‐use	  
predicDons	  
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Differential privacy: non-interactive 

§  publish “noisy” data, analysts perform any task 
(any number of times) on published data 

N	  user	  
trajectories	  
	  T	  Yme	  slots	  

	  

private	   public	  

Di
ffe

re
nD

al
	  P
riv

ac
y	  
	  M

ec
ha

ni
sm

	  

…
	  

…
	  

O
ne

	  Y
m
e	  
pu

bl
ic
aY

on
	  

driving	  trace-‐based	  	  
simulaDons/analysis	  
of	  mobile	  net	  protocols	  

Network	  dimensioning,	  	  
congesDon	  idenDficaDon	  

correlaDon	  among	  visited	  
locaDons	  

…
	  

DP	  individual	  
AP	  temporal	  
ordering	  	  

DP	  syntheYc	  
trajectories	  

	  	  

DP	  AP	  
occupancy	  
over	  Yme	  

	  	  

How useful is noisy DP trace? 
§  added noise may render noisy DP trace useless 

(or not) for a given purpose 
§  tradeoff between privacy (ε) and usefulness-for- 

purpose 
 context-‐specific	  uYlity	  =	  

Analysis	  Task	  Performance	  (noisy_db)	  
-‐	  Analysis	  Task	  Performance	  (original	  db)	  

	  Analysis	  Task	  Performance	  (original_db)	  

§  many	  possible	  analysis	  uses:	  
§  analyzing	  new	  rouYng,	  handoff	  protocols	  in	  mobile	  nets	  
§  system	  occupancy	  /	  dimensioning	  
§  co-‐traveller	  analysis	  

	  
…	  on-‐going	  research	  
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Data: the even bigger picture(s) 
§  as	  our	  (systems)	  CS	  research	  becomes	  more	  
human-‐centered,	  IRBs	  become	  mandatory	  

§  data	  (and	  sosware)	  criYcal	  for	  robust	  and	  reliable	  
science	  

§  Feb.	  2013	  OSTP	  memo:	  US	  Federal	  agencies	  to	  
develop	  plans	  to	  make	  publicly	  available	  to	  the	  
“greatest	  extent	  and	  with	  the	  fewest	  constraints	  
possible	  and	  consistent	  with	  law”	  the	  “direct	  
results	  of	  federally	  funded	  scienYfic	  research	  
•  NSF’S	  PUBLIC	  ACCESS	  PLAN:	  Today’s	  Data,	  Tomorrow’s	  
Discoveries,	  NSF	  15-‐52,	  March	  2015.	  

Overview (a top down approach ) 

§ NSF: Computer & Information Science and 
Engineering (CISE) directorate 

§ NSF Computer and Network Systems (CNS) 
§  overview 
§  experimental systems and testbeds 
§  smart and connected communities 

 

§  introduction 

§ MobilityFirst (FIA) 

§  conclusions, looking forward 
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CISE Research and Education 

§  CISE:	  rich	  intellectual	  agenda	  –	  highly	  creaYve,	  highly	  
interacYve,	  with	  enormous	  possibiliYes	  for	  changing	  the	  
world!	  

§  Thriving	  basic	  research	  community	  foundaYonal	  for	  
long-‐term	  discovery	  &	  innova<on,	  economic	  
prosperity,	  na<onal	  security	  

§  Growing	  investment	  in	  cyberinfrastructure	  is	  crucial	  to	  
acceleraYng	  scienYfic	  discovery	  and	  engineering	  
innovaYon	  across	  all	  disciplines	  

§  Investments	  in	  research,	  educa<on,	  and	  infrastructure	  
have	  returned	  excepYonal	  dividends	  to	  our	  NaYon	  

Mobility & Wireless 

§  vision: ubiquitous wireless access, backed by  
sliceable, deeply programmable core/edge 
cloud (computer, network, storage)  

§  smart and connected communities: rich set of 
applications 
•  IoT, CPS, smart-and-connected-* 

§  reliability, robustness, security, privacy critical 
(for at least some services) 

§  integrated architecture avoids stovepipes 
•  leverage network-effect among services 
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It is an  
exciting, impactful and important 

time  
to be in  

computer and information science and 
engineering 

(and in mobile and wireless systems) 


